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TASK-1

Write a java program to implement a linear search.

Aim: To write a java program to implement a linear search.

Description:

Linear search is a very simple search algorithm. In this type of search, a sequential search is done for all items one by one. Every item is checked and if a match is found then that particular item is returned, otherwise the search continues till the end of the data collection.

In other words, if you have N items in your collection, the worst-case scenario to find a topic is N iterations. In Big O Notation it is O(N). The speed of search grows linearly with the number of items within your collection. Unlike the [Binary Search](http://www.java67.com/2016/10/binary-search-using-recursion-in-java.html) algorithm, Linear searches don't require the collection to be sorted.

Algorithm:

Algorithm l (A, n, x)

{

key=0;

for (i=0; i<n; i++)

{

if(key==a[i]) when

Element is found

Key=key+1;

}  
 if(key==0)

Element is not found

}

Eg: Consider the array elements 1, 2, 5, 7, 8, 10, 12

1. Find the searching element 7
2. Find the searching element 6

Sol:

i)

|  |  |  |
| --- | --- | --- |
| k | a[i] | k? a[i] |
| 7 | 1 | 7≠1 |
| 7 | 2 | 7≠2 |
| 7 | 5 | 7≠5 |
| 7 | 7 | 7=7 |

Element is found

ii)

|  |  |  |
| --- | --- | --- |
| k | a[i] | k? a[i] |
| 6 | 1 | 6≠1 |
| 6 | 2 | 6≠2 |
| 6 | 5 | 6≠5 |
| 6 | 7 | 6≠7 |
| 6 | 8 | 6≠8 |
| 6 | 10 | 6≠10 |
| 6 | 12 | 6≠12 |

Element is not found

Program:

import java.util.Scanner;

public class LinearSearchExample

{

public static void main(String args[])

{

int counter, num, item, array[];

//To capture user input

Scanner input = new Scanner(System.in);

System.out.println("Enter number of elements:");

num = input.nextInt();

//Creating array to store the all the numbers

array = new int[num];

System.out.println("Enter " + num + " integers");

//Loop to store each numbers in array

for (counter = 0; counter < num; counter++)

array[counter] = input.nextInt();

System.out.println("Enter the search value:");

item = input.nextInt();

for (counter = 0; counter < num; counter++)

{

if (array[counter] == item)

{

System.out.println(item+" is present at location "+(counter+1));

/\*Item is found so to stop the search and to come out of the

\* loop use break statement.\*/

break;

}

}

if (counter == num)

System.out.println(item + " doesn't exist in array.");

}

}

Output:

Enter number of elements:

7

Enter 7 integers

1 2 5 7 8 10 12

Enter the search value:

7

7 is present at location 4

Result: Thus , in the above program successfully executed without errors using linear search.

2) Write a java program to implement binary search.

Aim: To write a java program to implement binary search.

Description:

A binary search in Java is a technique that is used to search for a targeted value or key in a collection. It is a technique that uses the “divide and conquers” technique to search for a key.

The collection on which Binary search is to be applied to search for a key needs to be sorted in ascending order.

Usually, most of the programming languages support Linear search, Binary search, and Hash techniques that are used to search for data in the collection.

**Binary Search In Java**

Linear search is a basic technique. In this technique, the array is traversed sequentially and each element is compared to the key until the key is found or the end of the array is reached.

Linear search is used rarely in practical applications. Binary search is the most frequently used technique as it is much faster than a linear search.

**Java provides three ways to perform a binary search:**

1. Using the iterative approach
2. Using a recursive approach
3. Using Arrays.binarySearch () method.

Algorithm:

Algorithm BS (A, n, x)

{

low= l;

high= n;

while(low<high)

{  
 mid= low + high/2;

if(x<A[mid]) then

high= mid-1;

else

if(x>A[mid]) then

low= mid+1;

else

return mid;

}

return 0;

}

Eg: consider the array elements 1,2,5,6,7,10,24,56,84,100,115,120,131,150.

1. Find searching element x=150.
2. Find searching element x=9.

Sol:

i)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| low | high | mid | A[mid] | x? A[mid] |
| 1 | 14 | 7 | 24 | 150>24 |
| 8 | 14 | 11 | 115 | 150>115 |
| 12 | 14 | 13 | 131 | 150>131 |
| 14 | 14 | 14 | 150 | 150=150 |

Element is found

ii)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| low | high | mid | A[mid] | x? A[mid] |
| 1 | 14 | 7 | 24 | 9<24 |
| 1 | 6 | 3 | 5 | 9>5 |
| 4 | 6 | 5 | 7 | 9>7 |
| 6 | 6 | 6 | 10 | 9<10 |
| 6 | 5 | - | - | - |

Element is not found.

Time complexity of binary search:

Let the recurrence relation

T(n)= T(n/2)+1 ----1

Put n=n/2 in equation 1

T(n/2)=t(n/4)+1---2

Substitute T(n/2) in equation 1 we get

----3

Put n=

k= log2n in equation ---3

T(n) = T()+ log2n

= T(1) + log2n [ since T(1)=1 for simple solution]

O(log2n)

T(n)= O(log n)

Program:

import java.util.Scanner;

public class bin

{

public static void main(String args[])

{

Scanner scan= new scanner(System.in);

System.out.println(“Enter thenumber of elements”);

int n=s.nextInt() low=0 high=n-1, mid, key=0;

a=new int[n];

for (int i=0; i<n; i++)

{

a[i]= s.nextInt();

}

System.out.println(“key element”);

int k= s.nextInt();

while(low<=high)

{

mid= (low+high)/2;

if(k<a[mid])

high=mid-1;

else

if(k> a[mid])

low=mid+1;

else

{

System.out.println(“The element” +a[mid]+ “is

found at postion”+mid);

break;

}

}

if(key==0)

System.out.println(“The element is not found”);

}

}

Output:

Enter the number of elements:

4

Enter the elements:

1 2 3 5

Enter the key element:

4

The element is not found.

Result: Thus , in the above program successfully executed without errors using binary search.

Task-2

1. Write a java program to implement the merge sort.

*Aim:* To write a java program to implement the merge sort algorithm by using divide and conquer approach.

*Description:*

Merge sort is similar to the quick sort algorithm as it uses the divide and conquer approach to sort the elements. It is one of the most popular and efficient sorting algorithms. It divides the given list into two halves, calls itself for the two halves, and then merges the two sorted halves. We have to define the **merge()** function to perform the merging.

The sub-lists are divided again and again into halves until the list cannot be divided further. Then we combine the pair of one element lists into two-element lists, sorting them in the process. The sorted two-element pairs are merged into the four-element lists, and so on until we get the sorted list.

Here mainly concentrate on three steps:

1. Divide
2. Conque
3. Combine

i)*Divide*:

Divide the array into sub-arrays that is s1 and s2 with

ii)*Conque*:

Recurrisally sort s1 and s2 sub-arrays

iii*)Combine*:

Combine is sub-arrays s1 and s2

*Algorithm:*

mergesort(low, high)

{

if(n=1)then

return;

else

{

if(low<high) then

;

mergesort(low, high);

mergesort(mid+1, high);

combine(low, mid, high);

}

}

Time complexity of merge sort:

The time following the merge operation is proportional to n. Then the computing time for merge sort is described in recurrence relation.

a n=1

T(n) =

2T(n/2)+cn n>1

Here a is constant

Now

Let T(n)=2T(n/2)+cn-1

Put n= in equation 1 we getT =2T+c

Sub T in equation 2 we get

T(n)= 2[2T+ c]+cn

=T+2c]+cn

T(n)=T+2cn

: :

: :

T(n)= T+3cn

: :

: :

T(n)=T+kcn

Now put n= i.e k=

T(n)=nT+ (cn)

=n+T(1)+

= n+cn

T(n)=n[1+]

O(n[1+c])

O(n log n)

Time complexity of merge sort in =O(n log n)

Program:

public class Merge

{

void merge(int a[], int beg, int mid, int end)

{

int i, j, k;

int n1 = mid - beg + 1;

int n2 = end - mid;

int LeftArray[] = new int[n1];

int RightArray[] = new int[n2];

for (i = 0; i < n1; i++)

LeftArray[i] = a[beg + i];

for (j = 0; j < n2; j++)

RightArray[j] = a[mid + 1 + j];

i = 0; /\* initial index of first sub-array \*/

j = 0; /\* initial index of second sub-array \*/

k = beg; /\* initial index of merged sub-array \*/

while (i < n1 && j < n2)

{

if(LeftArray[i] <= RightArray[j])

{

a[k] = LeftArray[i];

i++;

}

else

{

a[k] = RightArray[j];

j++;

}

k++;

}

while (i<n1)

{

a[k] = LeftArray[i];

i++;

k++;

}

while (j<n2)

{

a[k] = RightArray[j];

j++;

k++;

}

}

void mergeSort(int a[], int beg, int end)

{

if (beg < end)

{

int mid = (beg + end) / 2;

mergeSort(a, beg, mid);

mergeSort(a, mid + 1, end);

merge(a, beg, mid, end);

}

}

void printArray(int a[], int n)

{

int i;

for (i = 0; i < n; i++)

System.out.print(a[i] + " ");

}

public static void main(String args[])

{

int a[] = { 11, 30, 24, 7, 31, 16, 39, 41 };

int n = a.length;

Merge m1 = new Merge();

System.out.println("\nBefore sorting array elements are - ");

m1.printArray(a, n);

m1.mergeSort(a, 0, n - 1);

System.out.println("\nAfter sorting array elements are - ");

m1.printArray(a, n);

System.out.println("");

}

}

Output:

Before sorting array elements are -

11 30 24 7 31 16 39 41

After sorting array elements are -

7 11 16 24 30 31 39 41

Result: Thus , in the above program successfully executed without errors using merge sort.

Task-3

Write a java program to implement Quick sort.

Aim: To write a java program to implement the quick sort

Description:

Sorting is a way of arranging items systematically. Quick sort is the widely used sorting algorithm that makes **n log n** comparisons in an average case for sorting an array of n elements. It is a faster and highly efficient sorting algorithm. This algorithm follows the divide and conquers approach. Divide and conquer is a technique of breaking down the algorithms into sub-problems, then solving the sub-problems, and combining the results back together to solve the original problem.

Here mainly concentrate on three steps:

1. Divide
2. Conque
3. Combine

i)Divide: Re-arrange the elements and slip the arrays into two sub-arrays each element in the left sub-array is less than or equal to the middle element and each element in the right sub-array is greater than the mid element.

ii) **Conquer:** Recursively, sort two sub-arrays with quick sort.

1. **Combine:** Combine the already sorted array.

**Algorithm:**

**Quicksort(a,low,high)**

**{**

**pivot=a[low];**

**lb=low;**

**ub=high;**

**while(lb do**

**{**

**while(lbpivot)**

**lb=lb+1;**

**while(a[ub]≥pivot)**

**ub:=ub-1;**

**if(lb<ub) then**

**swap(a,low,high)**

**}**

**a[low]=a[ub];**

**a[ub]:=pivot;**

**return ub;**

**}**

Time complexity:

1. Worst case

aT n=1

T(n)=

T(n-1)+n n>1

Now T(n)=T(n-1)+n-------1

Put N=n-1 in equation 1 we get

T(n-1)=T(n-1-1)+n-1

T(n-1)=(n-2)+n-1

Sub T(n-1) in equation1

T(n)=T(n-2)+(n-1)+n

: :

: :

T(n)=T(n-3)+T(n-2)+(n-1)+n

:

:

:

T(n)=

=

T(n)=

O(

T(n)=O(

Best case and average case:

Now the recurrence relation is

a n=0

T(n)

n>1

By using master method

Compare with general term:

T(n)=aT

a=2

b=2

d=power of n=1

a=

2= (condition is True)

Θ(log n)

Θ(log n)

Θ(nlog n)

Program:

public class Quick

{

int partition (int a[], int start, int end)

{

int pivot = a[end]; // pivot element

int i = (start - 1);

for (int j = start; j <= end - 1; j++)

{

if (a[j] < pivot)

{

i++; // increment index of smaller element

int t = a[i];

a[i] = a[j];

a[j] = t;

}

}

int t = a[i+1];

a[i+1] = a[end];

a[end] = t;

return (i + 1);

}

void quick(int a[], int start, int end)

{

if (start < end)

{

int p = partition(a, start, end);

quick(a, start, p - 1);

quick(a, p + 1, end);

}

}

void printArr(int a[], int n)

{

int i;

for (i = 0; i < n; i++)

System.out.print(a[i] + " ");

}

public static void main(String[] args)

{

int a[] = { 13, 18, 27, 2, 19, 25 };

int n = a.length;

System.out.println("\nBefore sorting array elements are - ");

Quick q1 = new Quick();

q1.printArr(a, n);

q1.quick(a, 0, n - 1);

System.out.println("\nAfter sorting array elements are - ");

q1.printArr(a, n);

System.out.println();

}

}

Output:

Before sorting array elements are -

13 18 27 2 19 25

After sorting array elements are -

2 13 18 19 25 27

Result: Thus , in the above program successfully executed without errors using quick sort.

Task-4:

Write a java program to implement greedy algorithm for job sequencing with deadlines

Aim: To Write a java program to implement greedy algorithm for job sequencing with deadlines.

Description:

Concept of Job Sequencing Problem in Java

Job-Sequence problem consists of certain finite jobs associated with their deadline and profits.  
Our goal is to earn maximum profit.  
We will assume that each job takes 1 unit time to traverse, So the minimum deadline for each job is 1.  
We will earn profit from a particular job only when it is completed before or on time.

![Job Sequencing Problem Java](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAogAAAHECAYAAAC6O9swAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAAhdEVYdENyZWF0aW9uIFRpbWUAMjAyMDowMToyNiAxMjo1NTo1MDSHoDYAACVDSURBVHhe7d09cxprGB7gh/yBpPZpIbYKj0+XQJO0Yly4culJGugSqXDpyqULSDrRJOPS1Sk80CaNSDp7XMgOtHad/AKyuywfr4RlkNYyQtc1w/GycGT54YW99/1YarNMHIjPX3/EsyePynvcR17D6qhlddSyOmpZHbWsjlpe9S/KPwEAoCAgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEjUPl18n5Xb997fR3+VWwAA28vyULlFrjbLlNv3Xq1WiwP65zxIXsPqqGV11LI6alkdtayOWl5liBkAgISACABAQkAEACAhIAIAkBAQAQBICIi/MO23olbrxqi8DwBw6B5GQJz2o1WrRVfKY0ejbq24/EGt1Y9puW9hOupHt1U+rnH90uZaTmPU7xbvz+Kx7NZqZSdkl4tNYmMtp1ktu62klrWsln21vNao6AS4VMs1eU1X9dz8HOY21XLZVjfcfGzuNz2IsKvpqAiGjfZpDMblPm5gGv1WI9qng1gv43g8iHZDr/1uslq+ymqZNcikSWa1PG20hMSbGnWLmsJDJCDCjqYf38YgOtEbDqPXLHdyQ83oDCfFBWpns8laPQfxVqrZwSQuylpOilrOYrIs5jg+fFTLnzk+OZ+3v/OTqJf75rITwfYg+zOra8cbfRs/r2VWxd7ifb66nR2XD7KXHnZALIeet+vyzj4s1p7XunLwyntD1n+WHpBDVc8/BM/P4uS4Ue7hZupxcn6eHSQWh5J6PH/pQHwzx3FW1nJZzecvs2jDr8znmWef2ZeGj6f9/EQw03kTr4+KXfzCz2rJ/fRwA+KoG7XGacT6Wc2wE4P2ppA4iHbtbRxNVs8bnzbWQuJ8qOz06XDtZ0W0TbCAnUwuVsN5Tx9f7oNge9MYvTsth5ub8fK5Wu5k2o9Xp3n1OjHUzVWJ/Ji57EBptbLjrAi57x5oQMwC3dvs3LAzjPOTtQ/O47PIsl8M3l49++kMz2P51PJ54w8fy+dNIj+uNY/WepSy58x8sMAORvFP0WWTafbitbfPjtZHOfL5iNmuZic7B1777GIL+XzOebjuDM9CM/wNxuMYtNc7WdhHDzMgTj/Gh8uBrtQ4aubJL9IpO514celTIn1eI4q7Sa8isL28F749H9KLZvTeX53DxA3ki1ReWcm8i2n/VRSdh05SKnF8Vo6qlbfJsLec+rDqZGEfPeg5iJuGsOqPn5Zbu8jnUs3mvYrLbnRzEGE7+eVZGvODcibprWcHx3G26UBcrGT2ebSt5TSH8Wk0yh7ZxqJxlvvMHrq5+vFJvMmOlYXxRUzKTfbPgw6IX75dPXeZfvtSbm3jaaxnzOWZ0iT/YM7nLfpQhl/Jw2ExHJrpDK1srEpyII4vseHjDuCnHmZArD+PfLHk+OLquUtx9th8Gemc7qsfrvPnHcXGdaz1kzjPuxN9KMO18ovoCocVyK/IkF8Ue33if7ZvOafz0sksP3d5SLTojV1cMqjZKy4jpJ1uqWyXo+mqXeZfMJAvASh0XpjjucceRkCcXMQ4mrGaclheTmPQToYK8iX6+cGq8+by/KdxerHZ4uKpa8/LV0Qny/rLRTBXgib3w2qy/yK8NF8+X7WJ/PUuHl8Ni+ZtydSCTa6r5dqilEx+BYF5DRc3tUz9ol3mQ8nttZWijdNyTmeea147EPNnFBe+X7XL/AsG5h+bVojvuwMOiGsr+rJP02bvfTKvqbiW3XB+WZtlwy2uerPh7DA/a5y8jA+N1c9LejuOz2Ly8sNyvkoRHCL7fzZcLJT7p9kZxnuT4iqhltVJapmPWkyG0Wkupv/PNZvZQXgySa/WAHdlY7tsFm13MrNCfN/VZnn/+YHIw9kB/XMeJK9hddSyOmpZnX2r5XKaQxZa7tulydSyOt7jVz3oRSoAPFDlN2kth+s3XPaMLanlQRIQAXjQmp2eqQ8VUcvDYYiZveI1rI5aVkctq6OW1VHL6qjlVXoQAQBICIgAACRqny6+H0yf6t9Hf0X27ynvcR/lryEA3DX5IWUOInvFa1gdtayOWlZHLaujltVRy6sMMQMAkBAQAQBICIgAACQERAAAEgIiAAAJAbFq5XdS5iuiarVujGIa/Va23epnWwAA++/wA+KoW4a19Nbq/464loXBV6cx7gyL5fKz2Vkcl49wn5Shfr3NdEflY5eNorv+vOz206c+aKuabqzPT96n85MsUr+oZUG73Jk2+Bts01bZVw+kB7EZvUke2MrbsBPj08Y1B/2bmsTFOPvbjhrl/Vw9Ts6zv/P8JNsqFR9ErfgtGZVbG3Ubcfp0EfLn7SUG7avtpegtbseX3mT53EmvmT3Vh2GiaO9ZTbP3xvUuvU+Lm5OsxDa11C5vQRuszNbve/bVwxxiPj6L/Jgfg3+qPTOcfosv5Sb31/FZdlA4Wzsk/KS9jN6dxrjZi/cny+gf9ZP3kR2LY/DWlIJCHlbag2jmYaUoIje2ZS21S/447/uD8GDnIDaOsk/LLM59Kz8tp/1WdrbTjVFx9j3vEk+Godf2L27rZ+OjbravkX0wZ9tF72T+nOIJZRd7MQex3M7eONmz4rQx/znV92RStXl7WTeKf7KXsfny+apnuFCP5y+z544/xEdH4jyZxPlsFudrYYUb2qqW2iV7wPv+IDzYgDjJx4LjaTxO2u8g2o0P8bIcYlg27ryrPAt/sTZkk58VrQ/ZFL1Ok17kMaI4a8qfs94LVSiHm4szqrWhjCvPY9/M28uasrf4adqACvXHT7P/juNiMr8Pd0a7BCryIANi3luYd+I1e6+vzC1p9t5HetIzjf7b7MmdYXo2VA47GrJ5AKb9yJtA0l4mF0VvMVVa61Uvbubp7ky7vCVtEBYeSEBM3/TzzsBN3d/NePn80r7px/iQfeKmC0/mimFHQzYHLjtByFemRyfeGC75fbITrmXvfHkbdubvWzMwuBPaICQeSEC8vDLt/FIv4a/9fMiGQ1asaB7n7efSSsbGUTGdgN/n+GyYxfJ8bZCj89a0y0ppgzxkD3YO4q6+LFazrJl+s2b5kC2mInSGPz+h+Hm7aMaGTmd20oj5WrJvpnHsSLusijbIwyUg/kr9eRSL/zbM7C4WLjRfxuVRae6/PBw2TsfFgqONa4gW7eLDx0sHjml8LOYkaBe3N7+uaDx9fGlFLj+lXVZMG+ThEhB/qbw8xKCdzENZ9i69WbsA9raKYaBxfDB5cT+Nustw+PPLNNTj5E0nOxKfxqu1WezT/qv5kPT7G7SLB2t++ad0nle+rx2D6MTQKv8daJc3ow3CFbMDsvGfM+xk+5uz3qS8/xOTXvP65xU/J9ZuG5476c2yKDnLgkW5IzeZ9ZrZ85u9bGtl/veVP6szLPeS1+PPKl+vxWtz+Xb5tdqmXfwh+e/zx5XvibRG5W39PXGljpce/8Py3+eP27aWOe1yd3veBjfZ21ru0lb3RP67karl/8kKcxDyFcoH9M95kLyG1VHL6qhlddSyOmpZHbW8yhAzAAAJAREAgISACABAQkAEACAhIAIAkKh9uvh+MMt2/j76K7J/T3mP+yh/DQHgrskPKZe5Ya94DaujltVRy+qoZXXUsjpqeZUhZgAAEgIiAAAJAREAgISACABAQkAEACAhIN6pUXRrtWj1p+X9afRbtai1+tnWpvsAAHfv8APiqFssX79662ZxDbZVhvf1NtTVgm5GLau3qqlS3tSGduk4cUNqeQgeTA9iZzgrrnG0uA07g2hnjXbVm7cP6nFynv1+5yfZFvtk1G3E6dPhqg0NOxGDtmBzA2pZseIkOKvpuLzPjeTt8sPLyapdzobRifw4IdjsSi0Pw4MdYj4+m8Wk14zxacMZN7+Ut5fZ2XF5L3N8lp1kZH8O/vGBtyO1rNC0H632IJq97GBcFJGbytvl+cn6qflxvM6OERFf4ps5PztRy8PwoOcg1k/eR95mB28vzfm7PCy9IUGOumuPZ7eNPZHJz2nFrzsry275tTmI036rvD+fv7j935fdrvzel7v9nc3dRuMo/8CjCmp5Q/WTOJ9dPhgD3N4DX6RSj8dPsz/GFzGZ75iHrOyMfDkkPelFc9BOAlkeDt8erXWfZ2fuV3oir/ycl/Gh0Y5B+fBOxqfRqP0TL8q/b2PP5y9/7zwcXh7ai2jrPr2xyYUxvaqoJXsn+0xtnI6j2Xsf8vctqeW99MAD4qLnYtHtnYWot1mE6wxjOQKWnaG/LwLZu2Vv25Xu8+MXMR8hWzxj8885z0NbeXc3zehNzmL1o94Uf9+XZV/9Nr/3JPJjcPOoUdwrHJ+lQ31sb9qPvOTN3uvl68INqSV74dIISzl0r3f2JtTyEDz4gJiYfowPWYjqvEgPU/Wim/G6uRONSEfINoSxXP1x5D9pd0/jcfK+mv9944uy33Or37v8f04be7Yw5z7KPvxencY4i+lvfODdklqyL8pFgosRltkwnmafl9tNDyKllofgwQfE+dBWGsAG7bUzn/LsJ3Xp7OjyCsLptyyW3b3rf+/5Gzafx56HxPlzzEG8iWIV7jjt1eVm1JL9dRxnxerbcZy+80l5O2p5Hz3wgDiNb3mS67xIDk6XL4kzv52XcyfycJgd1KIXk+Vjk2Kxy9KNewpv5/rfe65YQZrvL4a7XXZgV/mioTx3d4ZpXdmdWrL/ytGhL9+yT35uRy3vmwcdEKf9V0XP33Jotgx2q7l9G5TDuc2Xz6+5VuGlIeCF39WzuM3vfVk+J7K4LIbLDmwrDzTzidaT1VxPbkQtuR/m04Xi6eNrPu/ZjlreNw82IG4+QM2v1bRxhfDi0jNlGFsPf/NhsvJOoR7PX2YJcdBe/Zz8emWNfK7V77DF772+XZjOF7Y0X8Zz79ZfW67CM9H61tSSvTO/jFh6UYd8tCi/8kQzeq+dxWxPLQ/G7IBs/OcMO8X+K7dmbzYpn3LF5f/n8nMnvVkW/5aPZwe6/Eo3s3yMd92k11z7OZ3ZMPspWY4rnl8+o7i/+vmX7y9+Rv7/riufd+nv+9Xvnf4+Vx/fB/nvtX/Keq/Xbv12+XXYE/nvtn/UslKXPouS2x6+v3P577aXNh0r9rSGC2pZnb2t5R9Uy/+TFeYg5AsvDuif8yB5DaujltVRy+qoZXXUsjpqeZXL3AAAkBAQAQBICIgAACQERAAAEgIiAACJ2qeL7wezbOfvo7/KLQCA7WV5qNwid1CXufn89Uc8e/KovMd95DWsjlpWRy2ro5bVUcvqqOVVhpgBAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQqH26+D4rtwEAIGqzTLl9733++iOePXlU3uM+8hpWRy2ro5bVUcvqqGV11PIqQ8wAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBI1D5dfJ+V2/DH/X30V2RtsrzHbahlddSyOmoJ90Ntlim3773PX3/EsyePynvcR7VaLQ6oSf5RalkdtayOWlbHMa86anmVIWYAABICIgAACQERAICEgAgAQEJABAAgISACAJAQEOEao26tuCxHrdWPabkvsq1RvxutfH95a7W6MVo9gQ0213JuOupHt1U+3h2Ve/mZ62qZG3Vby7b5s+cAXEdAhJ1Mo99qRPt0EONyT248HkS7kYXE8j5bmo6KYNhon8ZgvaDc3KgbbcUEbklAhJ01ozOcFBf7nc0m0WuWu2MQb/v6anYx/fg2q1onesPhWh25uSxwtwfZn1kb7SgocHMCIuykHifn53F2XF/ef/7Sgfim6ifnMTs/i5PjRrmH25j288Cd6byJ10fFLoAbERDhliYXq+G8p48XwRHu2LQfr07zttiJ4dnxfB/ADQmIcCuj+Kfossk0e/HacZk/Yhr9V6fFvNjO8Cw0Q+C2BES4sXzBSns+pBfN6L0/Cf2H/AnT/qsoOg+dpAAVERDhRqYx6jbmB+VMZ3geJ9Ihf8hymsP4NBrl5W0ai8ZZ7nP1IGAXAiLcQB4Oi8Wimc5wFqZ8AXBIBETYUX6RYuGQfXJ8ll9yKb1NFtcNavZikt3XToFdCIhwxSi65TDdIgg2Xz4v5xeuLUrJDNrlt1Usby6WnbqulplRt6zbarg+K6pabvSLWgJUSECEX2h2hvHeBMNKqGV11BL4nWqzfCziQHz++iOePXlU3uM+yntHDqhJ/lFqWR21rI5aVscxrzpqeZUeRAAAEgIiAAAJAREAgISACABAQkAEACBR+3Tx/WCWk1mBdP/lKxz/ZePflfe4jf83+Z9qWRG1rI5aVuf//p//UW5RhXwlMysHdZkb7r9/9a//fbkFwHUERH4nQ8wAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBI1D5dfJ+V2/fe30d/lVsAANvL8lC5Ra42y5Tb997nrz/i2ZNH5T3uI69hddSyOmpZHbWsjlpWRy2vMsQMAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQOTemI660WrVolZb3FrR6o5iWj7Obop6LmvZjVG5n+1Np6Pod7N2uKxjdmu1otvXLnc1HfWjm9VOLWE/CIjcC6NuLRrtQYzH5Y7COMaDdjSEm91koaabBe2inuUudle0yUY7TgdZOyz3FbJGOjjN2mWrL9hsaf7+Po1BVruNtcxOBIG7JSCywTT6eU/dvhzgRt3IssxcZxiT2Sxms0kMO+W+GETbAWQ7WS1rWajJMg0VaHZ6MZzk7XHeJnvN8oHc+DTeaZZbal6q5Swm68UcvI2+tA13SkB8UEbRXR++2Xjbt964LKy+XaTDZvReH0e92K7H8dkwVhnxH72IO5gfjNfqx86Oz2ZxfnYSx/MGmanHyfte1kpXvnyTarZxfHZ+qZZZNU/erLXPcVxMyk3gTgiID8pxnJVn58Wt7ILrDNf2zc6yZ2UHuvNs+/ykDGN/0iQuFr1dzZfxPPmFGnG0PBp/CcfiLRyfFa/z5YMx7LdmHDXKTeBOCIjst+m3LPr9TD0ePy039TCwh54+lsJvJF/802rHYuwgOm/iRCnhTgmIbHB1DmI+iby4P+0nqwwXU/+Kx8t9rU2ThfK5b2v/X23bOYOTi9Wk9aeP96BHE35u9O50bZFFJ14cl5v80rTfWn0+5It/ikI2o9MbxuRMIeGuCYhsb3wajcZFvCmHo/MR6kF7/oH+z4tyiDrbOT5tLINjIQ+H7cFqKHvSi+agvTlI3oL5XvxR64upMs3e6xBrbitfxfw23lmhAndOQGQHnRgWcxTnjl/M5zA2e5NYnuAfvygmlg/+WSTEcpFJZ7h6Tv0k3veaWZB8V+nCEsN5/DF5z/p6Osza+7kx0Z3UT87nJ5DFbRLD5SrmPCQ2Kj+hBK4nIHJzjaNixWYazNYXjmSmH+PDODteXhprqxeTB3dcWPLl235cdgcSo+g21oaWmz1DordWj+MsMK5f6mb84aP3P9whAZE7sRiKXt7We1uuU4bQzabxbbmCxSpH/oR8vu7aYopmJ4Z7sfr/MMxPJEvji7AODe6OgMidSC+ls7id/3plYv15vFyONH2Ij0kXwnWXwIHfb9RtlIspcnk4XE3B4PamqzPA7D1+FM4B4e4IiPxe9cdRDCbfeAFJPZ6vEmKcvlt8L+s0Ozivem6aL5/rteFO5atuVx3hzehNhMObyS/gX37n8trHRP7dzK9W6dt7HO6YgMhvdhyviwUpG1Y2b/lVfvWT96uvMCu+ezkfpm6sDs7NXry3IGA7yeWG1oZG868rXO733da/Nop3a+GlOHlpLOq3fmv5iritlN+5vFbD/LuZlwMEFv3AnRMQ+e2K1YnDTjoP8e1RTLaeq5V/s0v+3cvNdD5is7xGmjlfcI/l3/CUr1ru5G/pRLPZid5wEucW/cCdq83yyWAH4vPXH/HsyaPyHveR17A6alkdtayOWlZHLaujllfpQQQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAInap4vvB3OZGwAAbs91ENkrXsPqqGV11LI6alkdtayOWl5liBkAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAACJ2qeL77NyGwAAojbLlNv33uevP+LZk0flPe4jr2F11LI6alkdtayOWlZHLa8yxAwAQEJABAAgISACAJAQEAEASAiIAAAkBEQAABICIgAcmOmoH91WK2q12uqW3e/2RzEtn7Mw6q49J3l+N/qjy8/moRAQAeCAjLqtaLRPYzAel3tK2f3BaTsarf6VkLjReBCn7UZ0R+V9HhQBEQAOxagb7UEZDDvDmMxmkX8fxmw2iWGnOd8/Po1X/Q0RsdlbPX8yjE65e/B2y0DJQREQAeAgTKP/djDfzMPe2XHU5/cy9Tg+O89C4vze+PRdXNsxWD+OF4uEyIMkIALAIZh+jA9l52Hz5fO1cLjSOCp7EeNLfLuuW3A6in/KrBlPH2/8WRw2AREADszTx5sjXf3x03Jrg/FpNBYLVBrtKPJh2RPJwyMgAgBXZeFweH6i9/CBEhAB4MB8+cn48fTbl3Jrg8UilUkvioHo8Wm0LWF+sAREADgE9cexGEAef/i4YeXxND6uJinG8591DdZP4n2vnKs4eBubFjxz+AREADgIx/F6EezyS9l01y+KPY1R91WcLq6A8+b6oeP6yZvyMjfjOH2nF/EhEhAB4EDUT97HMiMO2qtFJ7XG8vqIzc4wfr3uZO0yN3oRHyQBEQAORj1Ozicx7HWiubiiTanZ7ERvOInzLVclH78u5yLGOD58lBAfmtosv2T6gfj89Uc8e/KovMd95DWsjlpWRy2ro5bVUcvqqOVVehABAEgIiAAAJAREAAASAiIAAAkBEQCARO3TxfeDWcUMAMDtucwNe8VrWB21rI5aVkctq6OW1VHLqwwxAwCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQAQAIFH7dPF9Vm7DH/f30V+RtcnyHrehltVRy+qoJdwPtVmm3L73Pn/9Ec+ePCrvcR/VarU4oCb5R6llddSyOmpZHce86qjlVYaYAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkCEa4y6teKyHLVWP6blvoXpqB/dVvl4d1Tu5Wc213Iao343Wvn+8tZqdWN0udgkrmuXuVG3taznz54DcB0BEXY1HRXBsNE+jcG43McNTKPfakT7dBDrZRyPB9FuZCGxvM+ORt1oa5jALQmIsKPpx7cxiE70hsPoNcud3FAzOsNJceHk2WyyVs9BvO3r99pddvLSHmR/ZnXtaJzAzQmIsKP6yXnMzs/i5LhR7uFm6nFyfh5nx/Xl/ecvhZrbmPbzk5dM5028Pip2AdyIgAjsjcnFamj06eNFcGQr0368Os3r14nh2fF8H8ANCYjAnhjFP0X3V6bZi9cyzg6m0X91Wszl7AzPQumA2xIQgT2QL1hpz4dHoxm99yeh/3B70/6rKDoPBWugIgIi8IdNY9RtzANOpjM8jxPpcCfLofnxaTTKy9s0FgUt97kSE7ALARH4o/JwWCy8zXSGszB9DuDPExCBPya/4LNweHvHZ/llgtLbZHHNoGYvJtl9tQV2ISDCFaPolsN0i/DSfPl8NSdu1C2/pWI1LBqDdrnPBZ5T19VybVFKZtCeP291U8vUL9olQIUERPiFZmcY702Kq4RaVkctgd+pNsvHIg7E568/4tmTR+U97qO8d+SAmuQfpZbVUcvqqGV1HPOqo5ZX6UEEACAhIAIAkBAQAQBICIgAACQERAAAErVPF98PZjmZFUj3X77C8d/8h/9S3uM2/vd//89qWRG1rI5aVud//bf/VG5RhXwlMysHdZkb7r9/+x//a7kFwHUERH4nQ8wAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBI1D5dfJ+V2/fe30d/lVsAANvL8lC5Ra42y5Tb997nrz/i2ZNH5T3uI69hddSyOmpZHbWsjlpWRy2vMsQMAEBCQAQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAAkBEQCAhIAIAEBCQOTemI660WrVolZb3FrR6o5iWj7Obop6LmvZjVG5n+1Np6Pod7N2uKxjdmu1otvXLnc1HfWjm9VOLWE/CIjcC6NuLRrtQYzH5Y7COMaDdjSEm91koaabBe2inuUudle0yUY7TgdZOyz3FbJGOjjN2mWrL9hsaf7+Po1BVruNtcxOBIG7JSCywTT6eU/dvhzgRt3IssxcZxiT2Sxms0kMO+W+GETbAWQ7WS1rWajJMg0VaHZ6MZzk7XHeJnvN8oHc+DTeaZZbal6q5Swm68UcvI2+tA13SkB8UEbRXR++2Xjbt964LKy+XaTDZvReH0e92K7H8dkwVhnxH72IO5gfjNfqx86Oz2ZxfnYSx/MGmanHyfte1kpXvnyTarZxfHZ+qZZZNU/erLXPcVxMyk3gTgiID8pxnJVn58Wt7ILrDNf2zc6yZ2UHuvNs+/ykDGN/0iQuFr1dzZfxPPmFGnG0PBp/CcfiLRyfFa/z5YMx7LdmHDXKTeBOCIjst+m3LPr9TD0ePy039TCwh54+lsJvJF/802rHYuwgOm/iRCnhTgmIbHB1DmI+iby4P+0nqwwXU/+Kx8t9rU2ThfK5b2v/X23bOYOTi9Wk9aeP96BHE35u9O50bZFFJ14cl5v80rTfWn0+5It/ikI2o9MbxuRMIeGuCYhsb3wajcZFvCmHo/MR6kF7/oH+z4tyiDrbOT5tLINjIQ+H7cFqKHvSi+agvTlI3oL5XvxR64upMs3e6xBrbitfxfw23lmhAndOQGQHnRgWcxTnjl/M5zA2e5NYnuAfvygmlg/+WSTEcpFJZ7h6Tv0k3veaWZB8V+nCEsN5/DF5z/p6Osza+7kx0Z3UT87nJ5DFbRLD5SrmPCQ2Kj+hBK4nIHJzjaNixWYazNYXjmSmH+PDODteXhprqxeTB3dcWPLl235cdgcSo+g21oaWmz1DordWj+MsMK5f6mb84aP3P9whAZE7sRiKXt7We1uuU4bQzabxbbmCxSpH/oR8vu7aYopmJ4Z7sfr/MMxPJEvji7AODe6OgMidSC+ls7id/3plYv15vFyONH2Ij0kXwnWXwIHfb9RtlIspcnk4XE3B4PamqzPA7D1+FM4B4e4IiPxe9cdRDCbfeAFJPZ6vEmKcvlt8L+s0Ozivem6aL5/rteFO5atuVx3hzehNhMObyS/gX37n8trHRP7dzK9W6dt7HO6YgMhvdhyviwUpG1Y2b/lVfvWT96uvMCu+ezkfpm6sDs7NXry3IGA7yeWG1oZG868rXO733da/Nop3a+GlOHlpLOq3fmv5iritlN+5vFbD/LuZlwMEFv3AnRMQ+e2K1YnDTjoP8e1RTLaeq5V/s0v+3cvNdD5is7xGmjlfcI/l3/CUr1ru5G/pRLPZid5wEucW/cCdq83yyWAH4vPXH/HsyaPyHveR17A6alkdtayOWlZHLaujllfpQQQAICEgAgCQEBABAEgIiAAAJAREAAASAiIAAInap4vvB3OZGwAAbs91ENkrXsPqqGV11LI6alkdtayOWl5liBkAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAAAJAREAgISACABAQkAEACAhIAIAkBAQAQBICIgAACQERAAAEgIiAACJ2qeL77NyGwAAojbLlNv33uevP+LZk0flPe4jr2F11LI6alkdtayOWlZHLa8yxAwAQEJABAAgISACAJAQEAEASAiIAAAkBEQAABICIgAACQERAICEgAgAQEJABAAgISACAJAQEAEASAiIAAAkBEQAABICIgAACQERAICEgAgAQEJABAAgISACAJAQEAEASAiIAAAkBEQAABICIgAACQERAIBE7dPF91m5DQAAUZtlyu177/PXH/HsyaPyHveR17A6alkdtayOWlZHLaujlpdF/H+S5WKDQcuGXAAAAABJRU5ErkJggg==)

Step 1:Look for the maximum profit (J1:20) and it is ready to wait for 2 units of time. 0->1->2(put J1 in place of 1->2),Insertion is done from back.  
Step 2:Look for the second maximum profit(J2:15) and it is also ready to wait for 2 units of time.0->1->2(Put J2 in place of 0->1)  
J3 can’t be adjusted because it only can wait for the time (0->1), and 0-> is already filled with J1.  
Step 3:Repeat step 1 &2

Final Sequence  :  J2—> J1—>j4  
or, J1—>J2—>J4  
Total Profit  :  20 + 15 + 5 = 40

Constraints taken while writing the algorithm:

Step-1:Start

Step-2:Each Job takes 1 unit of time.

Step-3:Arrange profit in decending order.

Step-4:Let’s suppose, each Job need 1 hr for completion & J1 is ready to wait for 1 hrs, J4 is ready to wait for 3 hrs.

Step-5:Nobody is ready to wait beyong 3 hrs.

Step-6:J4 job is done in 1 hrs, but he is ready to wait for 3 hrs, But we have to look for the for the profit(Max. Profit comes first).

Step-7: Stop

Program:

import java.util.\*;

public class job

{

public static void main(String args[])

{

Scanner sc=new Scanner(System.in);

System.out.println("Enter the number of Jobs");

int n=sc.nextInt();

String a[]=new String[n];

int b[]=new int[n];

int c[]=new int[n];

for(int i=0;i<n;i++)

{

System.out.println("Enter the Jobs");

a[i]=sc.next();

System.out.println("Enter the Profit");

b[i]=sc.nextInt();

System.out.println("Enter the DeadLine");

c[i]=sc.nextInt();

}

System.out.println("--Arranged Order--");

System.out.print("Jobs: ");

for(int i=0;i<n;i++)

{

System.out.print(a[i]+" ");

}

System.out.println();

System.out.print("Profit: ");

for(int i=0;i<n;i++)

{

System.out.print(b[i]+" ");

}

System.out.println();

System.out.print("DeadLine:");

for(int i=0;i<n;i++)

{

System.out.print(c[i]+" ");

}

for(int i=0;i<n-1;i++)

{

for(int j=i+1;j<n;j++)

{

if(b[i]<b[j])

{

int temp=b[i];

b[i]=b[j];

b[j]=temp;

temp=c[i];

c[i]=c[j];

c[j]=temp;

String temp1=a[i];

a[i]=a[j];

a[j]=temp1;

}

}

}

System.out.println();

System.out.println("--Sorted Order--");

System.out.print("Jobs: ");

for(int i=0;i<n;i++)

{

System.out.print(a[i]+" ");

}

System.out.println();

System.out.print("Profit: ");

for(int i=0;i<n;i++)

{

System.out.print(b[i]+" ");

}

System.out.println();

System.out.print("DeadLine:");

for(int i=0;i<n;i++)

{

System.out.print(c[i]+" ");

}

System.out.println();

int max=c[0];

for(int i=0;i<n;i++)

{

if(c[i]>max)

{

max=c[i];

}

}

String x[]=new String[max];

int xx[]=new int[max];

int profit=0;

for(int i=0;i<n;i++)

{

int pp=c[i];

pp=pp-1;

if(x[pp]==null )

{

x[pp]=a[i];

profit+=b[i];

}

else

{

while(pp!=-1)

{

if(x[pp]==null)

{

x[pp]=a[i];

profit+=b[i];

break;

}

pp=pp-1;

}

}

}

for(int i=0;i<max;i++)

{

System.out.print("-->"+x[i]);

}

System.out.println();

System.out.print("Profit Earned"+profit);

}

}

Output:

Enter the number of Jobs

5

Enter the Jobs

J1

Enter the Profit

20

Enter the DeadLine

2

Enter the Jobs

J2

Enter the Profit

15

Enter the DeadLine

2

Enter the Jobs

J3

Enter the Profit

10

Enter the DeadLine

1

Enter the Jobs

J4

Enter the Profit

5

Enter the DeadLine

3

Enter the Jobs

J5

Enter the Profit

1

Enter the DeadLine

3

--Arranged Order--

Jobs: J1 J2 J3 J4 J5

Profit: 20 15 10 5 1

DeadLine:2 2 1 3 3

--Sorted Order--

Jobs: J1 J2 J3 J4 J5

Profit: 20 15 10 5 1

DeadLine:2 2 1 3 3

-->J2-->J1-->J4

Profit Earned40 job sequencing with deadlines.

Result: Thus , in the above program successfully executed without errors using greedy algorithm for job sequencing with deadlines.

Task-5:

Implement in Java, the 0/1 Knapsack problem using greedy approach.

Aim: To implement in Java, the 0/1 Knapsack problem using greedy approach.

Description:

The 0/1 knapsack problem means that the items are either completely or no items are filled in a knapsack. For example, we have two items having weights of 2kg and 3kg, respectively. If we pick the 2kg item then we cannot pick the 1kg item from the 2kg item (the item is not divisible); we have to pick the 2kg item completely. This is a 0/1 knapsack problem in which either we pick the item completely or we will pick that item. The 0/1 knapsack problem is solved by dynamic programming.

Algorithm:

profit[0:n-1] // contains the profit of item

weight[0:n-1] // contains the weight of item

int capacity, i,n;

solution:=0;

// sort weight in ascending order

// sort profit in ascending order

// sort profit/weight in ascending order

while i<n do

if weight[i] <= capacity then

solution +=profit[i];

capacity-=weight[i];

end

i++

End

Or

Step-1: Find profit/weight for each object.

Step-2: Since we have to select whether we have to completely select the object or partially select it.

So we sort the profit/weight in descending order.

Step-3:The object with the highest profit/weight is selected first.

Step- 4:Mark the object with 1 if it’s completely selected or the fraction part if it is not selected completely.

Step- 5:While we select a particular object, Deduct the knapsack size by its particular object size.

Step 6:-Repeat steps 4 & 5.

Step-7:Note the final fraction part and count that object in the Knapsack(Remaining weight/Total weight).

Step- 8:Find the total weight (Summesion of weights\*(Selected objects weight)).

Program:

import java.util.Scanner;

public class Knapsack

{

public static void main(String[] args)

{

Scanner sc=new Scanner(System.in);

int object,m;

System.out.println("Enter the Total Objects");

object=sc.nextInt();

int weight[]=new int[object];

int profit[]=new int[object];

for(int i=0;i<object;i++)

{

System.out.println("Enter the Profit");

profit[i]=sc.nextInt();

System.out.println("Enter the weight");

weight[i]=sc.nextInt();

}

System.out.println("Enter the Knapsack capacity");

m=sc.nextInt();

double p\_w[]=new double[object];

for(int i=0;i<object;i++)

{

p\_w[i]=(double)profit[i]/(double)weight[i];

}

System.out.println("");

System.out.println("-------------------");

System.out.println("-----Data-Set------");

System.out.print("-------------------");

System.out.println("");

System.out.print("Objects");

for(int i=1;i<=object;i++)

{

System.out.print(i+" ");

}

System.out.println();

System.out.print("Profit ");

for(int i=0;i<object;i++)

{

System.out.print(profit[i]+" ");

}

System.out.println();

System.out.print("Weight ");

for(int i=0;i<object;i++)

{

System.out.print(weight[i]+" ");

}

System.out.println();

System.out.print("P/W");

for(int i=0;i<object;i++)

{

System.out.print(p\_w[i]+" ");

}

for(int i=0;i<object-1;i++)

{

for(int j=i+1;j<object;j++)

{

if(p\_w[i]<p\_w[j])

{

double temp=p\_w[j];

p\_w[j]=p\_w[i];

p\_w[i]=temp;

int temp1=profit[j];

profit[j]=profit[i];

profit[i]=temp1;

int temp2=weight[j];

weight[j]=weight[i];

weight[i]=temp2;

}

}

}

System.out.println("");

System.out.println("-------------------");

System.out.println("--After Arranging--");

System.out.print("-------------------");

System.out.println("");

System.out.print("Objects");

for(int i=1;i<=object;i++)

{

System.out.print(i+" ");

}

System.out.println();

System.out.print("Profit ");

for(int i=0;i<object;i++)

{

System.out.print(profit[i]+" ");

}

System.out.println();

System.out.print("Weight ");

for(int i=0;i<object;i++)

{

System.out.print(weight[i]+" ");

}

System.out.println();

System.out.print("P/W ");

for(int i=0;i<object;i++)

{

System.out.print(p\_w[i]+" ");

}

int k=0;

double sum=0;

System.out.println();

while(m>0)

{

if(weight[k]<m)

{

sum+=1\*profit[k];

m=m-weight[k];

}

else

{

double x4=m\*profit[k];

double x5=weight[k];

double x6=x4/x5;

sum=sum+x6;

m=0;

}

k++;

}

System.out.println("Final Profit is="+sum);

}

}

Output:

Enter the Total Objects

7

Enter the Profit

10

Enter the weight

2

Enter the Profit

5

Enter the weight

3

Enter the Profit

15

Enter the weight

5

Enter the Profit

7

Enter the weight

7

Enter the Profit

6

Enter the weight

1

Enter the Profit

18

Enter the weight

4

Enter the Profit

3

Enter the weight

1

Enter the Knapsack capacity

15

-------------------

-----Data-Set------

-------------------

Objects1 2 3 4 5 6 7

Profit 10 5 15 7 6 18 3

Weight 2 3 5 7 1 4 1

P/W 5.0 1.6666666666666667 3.0 1.0 6.0 4.5 3.0

-------------------

--After Arranging--

-------------------

Objects1 2 3 4 5 6 7

Profit 6 10 18 15 3 5 7

Weight 1 2 4 5 1 3 7

P/W 6.0 5.0 4.5 3.0 3.0 1.6666666666666667 1.0

Final Profit is=55.333333333333336

Result: Thus, the above program was successfully executed without errors using the Knapsack problem using the greedy approach.

Task-6:

Write a java program to implement Dijkstra’s algorithm for the single-source shortest path problem.

Aim: To write a java program to implement Dijkstra’s algorithm for the single-source shortest path problem.

Description:

**Dijkstra algorithm is**one of the prominent algorithms to find the shortest path from the source node to a destination node. It uses the greedy approach to find the shortest path. The concept of the Dijkstra algorithm is to find the shortest distance (path) starting from the source point and to ignore the longer distances while doing an update.

Algorithm:

**Step-1:** All nodes should be marked as unvisited.

**Step-2:** All the nodes must be initialized with the "infinite" (a big number) distance. The starting node must be initialized with zero.

**Step-3:** Mark starting node as the current node.

**Step-4:** From the current node, analyze all of its neighbors that are not visited yet, and compute their distances by adding the weight of the edge, which establishes the connection between the current node and neighbor node to the current distance of the current node.

**Step-5:** Now, compare the recently computed distance with the distance allotted to the neighboring node, and treat it as the current distance of the neighboring node,

**Step-6:** After that, the surrounding neighbors of the current node, which has not been visited, are considered, and the current nodes are marked as visited.

**Step-7:** When the ending node is marked as visited, then the algorithm has done its job; otherwise,

**Step-8:** Pick the unvisited node which has been allotted the minimum distance and treat it as the new current node. After that, start again from step4

Program:

import java.util.\*;

import java.io.\*;

import java.lang.\*;

public class DijkstraExample

{

static final int totalVertex = 9;

int minimumDistance(int distance[], Boolean spSet[])

{

// Initialize min value

int m = Integer.MAX\_VALUE, m\_index = -1;

for (int vx = 0; vx < totalVertex; vx++)

{

if (spSet[vx] == false && distance[vx] <= m)

{

m = distance[vx];

m\_index = vx;

}

}

return m\_index;

}

void printSolution(int distance[], int n)

{

System.out.println("The shortest Distance from source 0th node to all other nodes are: ");

for (int j = 0; j < n; j++)

System.out.println("To " + j + " the shortest distance is: " + distance[j]);

}

void dijkstra(int graph[][], int s)

{

int distance[] = new int[totalVertex];

Boolean spSet[] = new Boolean[totalVertex];

for (int j = 0; j < totalVertex; j++)

{

distance[j] = Integer.MAX\_VALUE;

spSet[j] = false;

}

distance[s] = 0;

for (int cnt = 0; cnt < totalVertex - 1; cnt++)

{

int ux = minimumDistance(distance, spSet);

spSet[ux] = true;

for (int vx = 0; vx < totalVertex; vx++)

if (!spSet[vx] && graph[ux][vx] != -1 && distance[ux] != Integer.MAX\_VALUE && distance[ux] + graph[ux][vx] < distance[vx])

{

distance[vx] = distance[ux] + graph[ux][vx];

}

}

printSolution(distance, totalVertex);

}

public static void main(String argvs[])

{

int grph[][] = new int[][] { { -1, 3, -1, -1, -1, -1, -1, 7, -1 },

{ 3, -1, 7, -1, -1, -1, -1, 10, 4 },

{ -1, 7, -1, 6, -1, 2, -1, -1, 1 },

{ -1, -1, 6, -1, 8, 13, -1, -1, 3 },

{ -1, -1, -1, 8, -1, 9, -1, -1, -1 },

{ -1, -1, 2, 13, 9, -1, 4, -1, 5 },

{ -1, -1, -1, -1, -1, 4, -1, 2, 5 },

{ 7, 10, -1, -1, -1, -1, 2, -1, 6 },

{ -1, 4, 1, 3, -1, 5, 5, 6, -1 } };

DijkstraExample obj = new DijkstraExample();

obj.dijkstra(grph, 0);

}

}

Output:

java -cp /tmp/YlMq7kldTi DijkstraExample

The shortest Distance from source 0th node to all other nodes are:

To 0 the shortest distance is: 0To 1 the shortest distance is: 3To 2 the shortest distance is: 8To 3 the shortest distance is: 10To 4 the shortest distance is: 18To 5 the shortest distance is: 10

To 6 the shortest distance is: 9

To 7 the shortest distance is: 7

To 8 the shortest distance is: 7

Result: Thus, the above program was successfully executed without errors using implementing Dijkstra’s algorithm for the single-source shortest path problem.

Task-7:

Write a java program that implements Prim’s algorithm to generate minimum cost spanning tree.

Aim: To write a java program that implements Prim’s algorithm to generate minimum cost spanning tree.

Description:

Minimum Spanning Tree: A tree that contains every vertex of a connected graph g is a spanning tree.

For example

Graph

There are two types of Algorithms for MST:

1. Prim’s
2. Kruskal’s

i)Prism:

It used greedy approach to find MST.

7 6 5

1. Remove all loops & parallel edges.

1. Choose any arbitrary node as root node

‘s’

1. Check outgoing edges and select one with less cost

= 7+3+3+2+2

Total weight =17

Algorithm:

Step 1: Select a starting vertex

Step 2: Repeat Steps 3 and 4 until there are fringe vertices

Step 3: Select an edge 's' connecting the tree vertex and fringe vertex that has a minimum weight

Step 4: Add the selected edge and the vertex to the minimum spanning tree T

[END OF LOOP]

Step 5: EXIT

Program:

import java.util.\*;

import java.lang.\*;

import java.io.\*;

public class MST

{

private static final int V = 5;

int minKey(int key[], Boolean mstSet[])

{

int min = Integer.MAX\_VALUE, min\_index = -1;

for (int v = 0; v < V; v++)

if (mstSet[v] == false && key[v] < min)

{

min = key[v];

min\_index = v;

}

return min\_index;

}

void printMST(int parent[], int graph[][])

{

System.out.println("Edge \tWeight");

for (int i = 1; i < V; i++)

System.out.println(parent[i] + " - " + i + "\t" + graph[i][parent[i]]);

}

void primMST(int graph[][])

{

int parent[] = new int[V];

int key[] = new int[V];

Boolean mstSet[] = new Boolean[V];

for (int i = 0; i < V; i++)

{

key[i] = Integer.MAX\_VALUE;

mstSet[i] = false;

}

key[0] = 0;

parent[0] = -1;

for (int count = 0; count < V - 1; count++)

{

int u = minKey(key, mstSet);

mstSet[u] = true;

for (int v = 0; v < V; v++)

if (graph[u][v] != 0 && mstSet[v] == false && graph[u][v] < key[v])

{

parent[v] = u;

key[v] = graph[u][v];

}

}

printMST(parent, graph);

}

public static void main(String[] args)

{

MST t = new MST();

int graph[][] = new int[][] {

{ 0, 2, 0, 6, 0 },

{ 2, 0, 3, 8, 5 },

{ 0, 3, 0, 0, 7 },

{ 6, 8, 0, 0, 9 },

{ 0, 5, 7, 9, 0 }

};

t.primMST(graph);

}

}

|  |  |
| --- | --- |
| Edge | Weight |
| 0 – 1 | 2 |
| 1 - 2 | 3 |
| 0 - 3 | 6 |
| 1 - 4 | 5 |

Output:

: tselectt node GraphResult: Thus, the above program was successfully executed without errors using Prim’s algorithm to generate a minimum cost spanning tree.

Task-8:

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |

Write a java program that implements Kruskal’s algorithm to generate minimum cost spanning tree.

Aim: To write a java program that implements Kruskal’s algorithm to generate minimum cost spanning tree.

Description:

Kruskal’s algorithm for finding the [Minimum Spanning Tree(MST)](https://algorithms.tutorialhorizon.com/introduction-to-minimum-spanning-tree-mst/), which finds an edge of the least possible weight that connects any two trees in the forest

It is a greedy algorithm.

It finds a subset of the edges that forms a tree that includes every vertex, where the total weight of all the edges in the tree is minimized.

If the graph is not connected, then it finds a minimum spanning forest (a minimum spanning tree for each connected component).

Number of edges in MST: V-1 (V – no of vertices in Graph)

[[1]](#footnote-1)Example:

Undirected Graph

Minimum Spanning Tree

Algorithm:

Step-1: Sort the edges in ascending order of weights.

Step-2:Pick the edge with the least weight. Check if including this edge in the spanning tree will form a cycle is Yes then ignore it if No then add it to the spanning tree.

Step-3:Repeat step- 2 till the spanning tree has V-1 (V – no of vertices in Graph).

Step-4:The spanning tree with the least weight will be formed, called Minimum Spanning Tree.

Program:

import java.util.ArrayList;

import java.util.Comparator;

import java.util.PriorityQueue;

public class KrushkalMST

{

static class Edge

{

int source;

int destination;

int weight;

public Edge(int source, int destination, int weight) {

this.source = source;

this.destination = destination;

this.weight = weight;

}

}

static class Graph

{

int vertices;

ArrayList<Edge> allEdges = new ArrayList<>();

Graph(int vertices)

{

this.vertices = vertices;

}

public void addEgde(int source, int destination, int weight)

{

Edge edge = new Edge(source, destination, weight);

allEdges.add(edge); //add to total edges

}

public void kruskalMST()

{

PriorityQueue<Edge> pq = new PriorityQueue<>(allEdges.size(),

Comparator.comparingInt(o –> o.weight));

//add all the edges to priority queue,

//sort the edges on weights

for (int i = 0; i <allEdges.size() ; i++)

{

pq.add(allEdges.get(i));

}

//create a parent []

int [] parent = new int[vertices];

//makeset

makeSet(parent);

ArrayList<Edge> mst = new ArrayList<>();

//process vertices – 1 edges

int index = 0;

while(index<vertices–1)

{

Edge edge = pq.remove();

//check if adding this edge creates a cycle

int x\_set = find(parent, edge.source);

int y\_set = find(parent, edge.destination);

if(x\_set==y\_set)

{

//ignore, will create cycle

}

else

{

//add it to our final result

mst.add(edge);

index++;

union(parent,x\_set,y\_set);

}

}

//print MST

System.out.println("Minimum Spanning Tree: ");

printGraph(mst);

}

public void makeSet(int [] parent)

{

//Make set- creating a new element with a parent pointer to itself.

for (int i = 0; i <vertices ; i++)

{

parent[i] = i;

}

}

public int find(int [] parent, int vertex)

{

//chain of parent pointers from x upwards through the tree

// until an element is reached whose parent is itself

if(parent[vertex]!=vertex)

return find(parent, parent[vertex]);;

return vertex;

}

public void union(int [] parent, int x, int y)

{

int x\_set\_parent = find(parent, x);

int y\_set\_parent = find(parent, y);

//make x as parent of y

parent[y\_set\_parent] = x\_set\_parent;

}

public void printGraph(ArrayList<Edge> edgeList)

{

for (int i = 0; i <edgeList.size() ; i++)

{

Edge edge = edgeList.get(i);

System.out.println("Edge-" + i + " source: " + edge.source +" destination: " + edge.destination +

" weight: " + edge.weight);

}

}

}

public static void main(String[] args)

{

int vertices = 6;

Graph graph = new Graph(vertices);

graph.addEgde(0, 1, 4);

graph.addEgde(0, 2, 3);

graph.addEgde(1, 2, 1);

graph.addEgde(1, 3, 2);

graph.addEgde(2, 3, 4);

graph.addEgde(3, 4, 2);

graph.addEgde(4, 5, 6);

graph.kruskalMST();

}

}

Output:

Minimum Spanning Tree:

Edge-0 source: 1 destination: 2 weight: 1

Edge-1 source: 1 destination: 3 weight: 2

Edge-2 source: 3 destination: 4 weight: 2

Edge-3 source: 0 destination: 2 weight: 3

Edge-4 source: 4 destination: 5 weight: 6

Result: Thus, the above program was successfully executed without errors using Kruskal’s algorithm to generate a minimum cost spanning tree.

Task-9

Implement All-Pairs Shortest Paths problem using Floyd's algorithm

Aim: To implement the All-Pairs Shortest Paths problem using Floyd's algorithms.

Description:

**Floyd’s Algorithm:**

Floyd‟s algorithm is applicable to both directed and undirected graphs provided that they do not contain a cycle. It is convenient to record the lengths of shortest path in an n- by- n matrix D called the distance matrix. The element dij in the ith row and jth column of matrix indicates the shortest path from the ith vertex to jth vertex (1<=i, j<=n). The element in the ith row and jth column of the current matrix D(k-1) is replaced by the sum of elements in the same row i and kth column and in the same column j and the kth column if and only if the latter sum is smaller than its current value.

**Complexity**: The time efficiency of Floyd‟s algorithm is cubic i.e. Θ (n^3)

Algorithm:

**Step 1:** Initialize the shortest paths between any 2 vertices with Infinity.

**Step 2:** Find all pair shortest paths that use 0 intermediate vertices, then find the shortest paths that use 1 intermediate vertex, and so on.. until using all N vertices as intermediate nodes.

**Step 3:** Minimize the shortest paths between any 2 pairs in the previous operation.

**Step 4:**For any 2 vertices (i,j) , one should actually minimize the distances between this pair using the first K nodes, so the shortest path will be: min(dist[i][k]+dist[k][j],dist[i][j]).

dist[i][k] represents the shortest path that only uses the first K vertices, and dist[k][j] represents the shortest path between the pair k,j. As the shortest path will be a concatenation of the shortest path from I to k, then from k to j.

Program:

import java.util.\*;

import java.lang.\*;

import java.io.\*;

public class AllPairShortestPath

{

final static int INF = 99999, V = 4;

void floydWarshall(int graph[][])

{

int dist[][] = new int[V][V];

int i, j, k;

for (i = 0; i < V; i++)

for (j = 0; j < V; j++)

dist[i][j] = graph[i][j];

for (k = 0; k < V; k++)

{

for (i = 0; i < V; i++)

{

for (j = 0; j < V; j++)

{

if (dist[i][k] + dist[k][j] < dist[i][j])

dist[i][j] = dist[i][k] + dist[k][j];

}

}

}

printSolution(dist);

}

void printSolution(int dist[][])

{

System.out.println("The following matrix shows the shortest "+

"distances between every pair of vertices");

for (int i=0; i<V; ++i)

{

for (int j=0; j<V; ++j)

{

if (dist[i][j]==INF)

System.out.print("INF ");

else

System.out.print(dist[i][j]+" ");

}

System.out.println();

}

}

public static void main (String[] args)

{

int graph[][] = {

{0, 5, INF, 10},

{INF, 0, 3, INF},

{INF, INF, 0, 1},

{INF, INF, INF, 0}

};

AllPairShortestPath a = new AllPairShortestPath();

a.floydWarshall(graph);

}

}

Output:

The following matrix shows the shortest distances between every pair of vertices

0 5 8 9

INF 0 3 4

INF INF 0 1

INF INF INF 0

Result: Thus, the above program was successfully executed without errors using the All-Pairs Shortest Paths problem using Floyd's algorithm.

Task-10

Write a java program to implement Dynamic Programming algorithm for the 0/1 Knapsack problem.

Aim: To write a java program to implement Dynamic Programming algorithm for the 0/1 Knapsack problem.

Description:

Given weights and values of n items, put these items in a knapsack of capacity W to get the maximum total value in the knapsack. In other words, given two integer arrays val[0..n-1] and wt[0..n-1] which represent values and weights associated with n items respectively. Also given an integer W which represents knapsack capacity, find out the maximum value subset of val[] such that the sum of the weights of this subset is smaller than or equal to W. You cannot break an item, either pick the complete item or don’t pick it (0-1 property).

Algorithm:

Step-1: Find solutions to the smallest sub-problems.

Step-2: Find out the formula (or rule) to build a solution to a sub-problem through solutions of even the smallest subproblems.

Step-3: Create a table that stores the solutions to sub-problems. Then calculate the solution of the subproblem according to the found formula and save it to the table.

Step-4:From the solved subproblems, you find the solution to the original problem.

Program:

public class Knapsack

{

static int max(int a, int b)

{

return (a > b) ? a : b;

}

static int knapSack(int W, int wt[], int val[], int n)

{

int i, w;

int K[][] = new int[n + 1][W + 1];

for (i = 0; i<= n; i++)

{

for (w = 0; w<= W; w++)

{

if (i == 0 || w == 0)

K[i][w] = 0;

else if (wt[i - 1]<= w)

K[i][w] = max(val[i - 1] + K[i - 1][w - wt[i - 1]], K[i - 1][w]);

else

K[i][w] = K[i - 1][w];

}

}

return K[n][W];

}

public static void main(String args[])

{

int val[] = new int[] { 60, 100, 120 };

int wt[] = new int[] { 10, 20, 30 };

int W = 50;

int n = val.length;

System.out.println(knapSack(W, wt, val, n));

}

}

Output:

220

Result: Thus, the above program was successfully executed without errors using the implemented Dynamic Programming algorithm for the 0/1 Knapsack problem.

Task-11

Implement Travelling Sales Person problem using Dynamic programming.

Aim: To implement Travelling Sales Person problem using Dynamic programming.

Description:

TSM problem consists of salesman and a set of cities.

The salesmen has to vist each city starting from home and returning to the same city.

Example: Man

Travelling cost is 0

The person wants to minimize the total length of the trip.

Let g(i,s) be the length of the shortest path starting at vertex i, going through all vertices in s and terminating at vertex 1.

The function(1,v-{1}) is the length of the optimal sales persons tour.

g(1,v-{1})=min i<k<n

(( ----1

g(i,s)=min j (( ----2

Example:

The cost adjancency matrix 1 2 3 4

8 8 9 0

let us start the tour

vertex 1:

g(1,v-{1}) = min [+g(k,v-{1,k}]----1

g(i,s)= min +g(j,s-{j}}----2

clearly

g(i,Ø)= so that

g(2,Ø)==5

g(3,Ø)==6

g(4,Ø)==8

we have to find out the person start from vertex one he has to visit all set of the vertex two, three and four. So this we have to find out .

g(1,{2,3,4}) = min {+g(2,{3,4}),

}

So I have to find out above one.

So if I want to find out this I want to know the value of , and this so let us calculate individually above one.

1. g(2,{3,4})= min{+g(3{4}),+g(4{3})}

= min {9+g(3,{4})+10+g(4{3})

g(3{4}) = min {+g(4,ø)}

= 12+8= 20

g(4{3})= min +g(3,Ø)}

= 9+6 =15

g(2,{3,4})= min{9+20,10+15}

=min{29,25}= 25

1. g(3,{2,4})= min{

g(2{4})= min {

= min{10+8}=18

g(4{2})= min {

= min{8+5} =13

g(3,{2,4})= min{13+18, 12+13}

=min {31,25}=25

1. =min {,

g(2{3})=min{

= 9+6=15

g(3{2})=min{

= 13+5=18

=min {8+15,9+18}

=min{23,27}=23

we got the three values so just substitute those three values in the given equation

g(1,{2,3,4})= min {+g(2,{3,4}), }

=min {10+25, 15+25, 20+23}

= min {35, 40, 43} =35

Therefore optimal tour for the graph has length=35

Therefore optimal tour is 1,2,4,3,1

Algorithm:

C ({1}, 1) = 0

for s = 2 to n do

for all subsets S Є {1, 2, 3, … , n} of size s and containing 1

C (S, 1) = ∞

for all j Є S and j ≠ 1

C (S, j) = min {C (S – {j}, i) + d(i, j) for i Є S and i ≠ j}

Return minj C ({1, 2, 3, …, n}, j) + d(j, i)

Program:

import java.util.List;

import java.util.ArrayList;

import java.util.Collections;

public class Main

{

private final int N, start;

private final double[][] distance;

private List<Integer> tour = new ArrayList<>();

private double minTourCost = Double.POSITIVE\_INFINITY;

private boolean ranSolver = false;

public Main(double[][] distance)

{

this(0, distance);

}

public Main(int start, double[][] distance)

{

N = distance.length;

if (N <= 2) throw new IllegalStateException("N <= 2 not yet supported.");

if (N != distance[0].length) throw new IllegalStateException("Matrix must

be square (n x n)");

if (start < 0 || start >= N) throw new IllegalArgumentException("Invalid start node.");

this.start = start;

this.distance = distance;

}

public List<Integer> getTour()

{

if (!ranSolver) solve();

return tour;

}

public double getTourCost()

{

if (!ranSolver) solve();

return minTourCost;

}

public void solve()

{

if (ranSolver) return;

final int END\_STATE = (1 << N) - 1;

Double[][] memo = new Double[N][1 << N];

for (int end = 0; end < N; end++)

{

if (end == start) continue;

memo[end][(1 << start) | (1 << end)] = distance[start][end];

}

for (int r = 3; r <= N; r++)

{

for (int subset : combinations(r, N))

{

if (notIn(start, subset)) continue;

for (int next = 0; next < N; next++)

{

if (next == start || notIn(next, subset)) continue;

int subsetWithoutNext = subset ^ (1 << next);

double minDist = Double.POSITIVE\_INFINITY;

for (int end = 0; end < N; end++)

{

if (end == start || end == next || notIn(end, subset)) continue;

double newDistance = memo[end][subsetWithoutNext] + distance[end][next];

if (newDistance < minDist)

{

minDist = newDistance;

}

}

memo[next][subset] = minDist;

}

}

}

for (int i = 0; i < N; i++)

{

if (i == start) continue;

double tourCost = memo[i][END\_STATE] + distance[i][start];

if (tourCost < minTourCost)

{

minTourCost = tourCost;

}

}

int lastIndex = start;

int state = END\_STATE;

tour.add(start);

for (int i = 1; i < N; i++)

{

int index = -1;

for (int j = 0; j < N; j++)

{

if (j == start || notIn(j, state)) continue;

if (index == -1) index = j;

double prevDist = memo[index][state] + distance[index][lastIndex];

double newDist = memo[j][state] + distance[j][lastIndex];

if (newDist < prevDist)

{

index = j;

}

}

tour.add(index);

state = state ^ (1 << index);

lastIndex = index;

}

tour.add(start);

Collections.reverse(tour);

ranSolver = true;

}

private static boolean notIn(int elem, int subset)

{

return ((1 << elem) & subset) == 0;

}

public static List<Integer> combinations(int r, int n)

{

List<Integer> subsets = new ArrayList<>();

combinations(0, 0, r, n, subsets);

return subsets;

}

private static void combinations(int set, int at, int r, int n, List<Integer> subsets)

{

int elementsLeftToPick = n - at;

if (elementsLeftToPick < r) return;

if (r == 0)

{

subsets.add(set);

}

else

{

for (int i = at; i < n; i++)

{

set |= 1 << i;

combinations(set, i + 1, r - 1, n, subsets);

set &= ~(1 << i);

}

}

}

public static void main(String[] args)

{

// Create adjacency matrix

int n = 6;

double[][] distanceMatrix = new double[n][n];

for (double[] row : distanceMatrix) java.util.Arrays.fill(row, 10000);

distanceMatrix[5][0] = 10;

distanceMatrix[1][5] = 12;

distanceMatrix[4][1] = 2;

distanceMatrix[2][4] = 4;

distanceMatrix[3][2] = 6;

distanceMatrix[0][3] = 8;

int startNode = 0;

Main solver = new Main(startNode, distanceMatrix);

System.out.println("Tour: " + solver.getTour());

System.out.println("Tour cost: " + solver.getTourCost());

}

}

Output:

Tour: [0, 3, 2, 4, 1, 5, 0]

Tour cost: 42.0

Result: Thus, the above program was successfully executed without errors using Travelling Sales Person problem using Dynamic programming.

Task-12

Write a java program to implement the backtracking algorithm for the sum of subsets problem of a given set S = {Sl, S2,.....,Sn} of n positive integers whose SUM is equal to a given positive integer d. For example, if S ={1, 2,5,6, 8} and d= 9, there are two solutions {1,2,6}and {1,8}. Display a suitable message, if the given problem instance doesn't have a solution

Aim: To write a java program to implement the backtracking algorithm for the sum of sub-sets problem of a given set.

Description:

***Sum of Sub-sets***

Sub-set-Sum Problem is to find a subset of a given set S= {s1, s2… sn} of n positive integers whose sum is equal to a given positive integer d. It is assumed that the set‟s elements are sorted in increasing order. The state-space tree can then be constructed as a binary tree and applying a backtracking algorithm, the solutions could be obtained. Some instances of the problem may have no solutions

**Complexity:** Subset sum problem solved using backtracking generates at each step maximal two new sub-trees, and the running time of the bounding functions is linear, so the running time is O(2n ).

Algorithm:

step-1:Start with an empty set.

Step-2:Add to the subset, the next element from the list.

Step-3:If the subset is having sum m then stop with that subset as the solution.

Step-4:If the subset is not feasible or if we have reached the end of the set then backtrack through the subset until we find the most suitable value.

Step-5:If the subset is feasible then repeat step 2.

Step-6:If we have visited all the elements without finding a suitable subset and if no backtracking is possible then stop without a solution.

Program:

public class Main

{

public static boolean subsetSum(int[] A, int n, int k)

{

if (k == 0)

{

return true;

}

if (n < 0 || k < 0)

{

return false;

}

boolean include = subsetSum(A, n - 1, k - A[n]);

boolean exclude = subsetSum(A, n - 1, k);

return include || exclude;

}

public static void main(String[] args)

{

int[] A = {1, 2,5,6, 8};

int k = 9;

if (subsetSum(A, A.length - 1, k))

{

System.out.print("Subsequence with the given sum exists");

}

else

{

System.out.print("Subsequence with the given sum does not exist");

}

}

}

Output:

Subsequence with the given sum exists

Result: Thus, the above program was successfully executed without errors using the backtracking algorithm for the sum of sub-sets problem of a given set.

Task-13

Write a java program to implement the backtracking algorithm for the Hamiltonian Circuits problem

Aim: To write a java program to implement the backtracking algorithm for the Hamiltonian Circuits problem.

Description:

[Hamiltonian Path](http://en.wikipedia.org/wiki/Hamiltonian_path) in an undirected graph is a path that visits each vertex exactly once. A Hamiltonian cycle (or Hamiltonian circuit) is a Hamiltonian Path such that there is an edge (in the graph) from the last vertex to the first vertex of the Hamiltonian Path. Determine whether a given graph contains the Hamiltonian Cycle or not. If it contains, then prints the path. Following are the input and output of the required function.

Algorithm:

while there are untried conflagrations

{

generate the next configuration

if ( there are edges between two consecutive vertices of this

configuration and there is an edge from the last vertex to

the first ).

{

print this configuration;

break;

}

}

Program:

public class HamiltonianCycle

{

final int V = 5;

int path[];

boolean isSafe(int v, int graph[][], int path[], int pos)

{

if (graph[path[pos - 1]][v] == 0)

return false;

for (int i = 0; i < pos; i++)

if (path[i] == v)

return false;

return true;

}

boolean hamCycleUtil(int graph[][], int path[], int pos)

{

if (pos == V)

{

if (graph[path[pos - 1]][path[0]] == 1)

return true;

else

return false;

}

for (int v = 1; v < V; v++)

{

if (isSafe(v, graph, path, pos))

{

path[pos] = v;

if (hamCycleUtil(graph, path, pos + 1) == true)

return true;

path[pos] = -1;

}

}

return false;

}

int hamCycle(int graph[][])

{

path = new int[V];

for (int i = 0; i < V; i++)

path[i] = -1;

path[0] = 0;

if (hamCycleUtil(graph, path, 1) == false)

{

System.out.println("\nSolution does not exist");

return 0;

}

printSolution(path);

return 1;

}

void printSolution(int path[])

{

System.out.println("Solution Exists: Following" +

" is one Hamiltonian Cycle");

for (int i = 0; i < V; i++)

System.out.print(" " + path[i] + " ");

System.out.println(" " + path[0] + " ");

}

public static void main(String args[])

{

HamiltonianCycle hamiltonian = new HamiltonianCycle();

int graph1[][] =

{

{0, 1, 0, 1, 0},

{1, 0, 1, 1, 1},

{0, 1, 0, 0, 1},

{1, 1, 0, 0, 1},

{0, 1, 1, 1, 0},

};

hamiltonian.hamCycle(graph1);

int graph2[][] =

{

{0, 1, 0, 1, 0},

{1, 0, 1, 1, 1},

{0, 1, 0, 0, 1},

{1, 1, 0, 0, 0},

{0, 1, 1, 0, 0},

};

hamiltonian.hamCycle(graph2);

}

}

Output:

Solution Exists: Following is one Hamiltonian Cycle

0 1 2 4 3 0

Solution does not exist

Result: Thus, the above program was successfully executed without errors using the backtracking algorithm for the Hamiltonian Circuits problem.

1. [↑](#footnote-ref-1)